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Figure 15. View of the system looking towards the driver through the windshield. 
 

3.2 Computer System 

A Windows based notebook computer was used for the entire HUD operations: map data 

management, DGPS data receive, coordinate transformation, and all of the graphical 

image reconstruction. Furthermore, the computer system was designed as two separate 

computer subsystems, one for map data management and another for computer graphic 

operations. Followings are the key specifications for the notebook computer used for the 

HUD development. 
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Items Specifications 
Model Compaq Presario 1080 
CPU Intel Pentium 133 MHz MMX 
Memory (RAM) 16 Mbytes 
Graphic 800 X 600 (SVGA) 

16bit High color 
NeoMagic MagicGraph 128ZV 

Table 3. Specification of the laptop computer used for HUD development. 
 

Most recent personal computer systems are designed for use with the Microsoft Windows 

operating systems (Win95/98, NT), and they usually have special device drivers for their 

hardware circuits including graphic systems. The device drivers are usually first 

developed for the Windows system. Even though the computer used for the HUD 

development was not particularly fast, it was possible to develop a HUD which generates 

real time screen updates by combining the hardware accelerated graphic system and 

properly optimized HUD graphic software. The graphic display part, its video screen 

drawing speed and the size of the graphic memory for colors and pixel representation, are 

the most crucial aspects defining system performance in the HUD system. 

 

The MagicGraph 128ZV system integrated in the notebook computer used for HUD 

development was developed by NeoMagic. The system has a 128-bit-wide graphic 

system local bus for accelerator circuits which enable live zoom-video capture, full-

motion video, and TV support functions. Newer laptop computer models are using a 

MagicGraph 256 series that has a 256 bit-wide graphics system bus. In our opinion, any 

of the commonly used notebooks would be adequate for drawing HUD screens in real 

time for the simple test drive experiments using the Mn/ROAD testing facilities. Actual 
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performance for driving situations on real roads needs further analysis (presently 

underway in a separate study). 

 

3.3 Truck Test Bed 

A Navistar manufactured trailer truck, the International model 9400 series, as shown in 

Figure 16, was used as the test bed for the implementation of the head up display system. 

 

Figure 16. Truck test bed. 

Figure 17 shows the dimensions of the truck cab. The dimensions are needed to compose 

the coordinate transformation matrix [T] which converts road data which are given in 
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Figure 18. External dimensions of the truck. 
 

Items Dimension Comment 
A 2.07 (6.8) Height of the bottom of the front windshield from ground 
B 0.8534 (2.8) Width of the half windshield (driver side) 
J 0.5080 (20) Height of windshield glass 
C 0.7014 (2.3) Distance of the driver's eye from the windshield 
D 2.408 (7.9) Height of driver's eye from ground 
E 1.7374  (5.7) Horizontal distance between GPS antenna and driver's eyes 
F 6.0655 (19.9) Horizontal distance of wheel base 
G 2.8346 (9.3) Horizontal distance between effective rear wheel and GPS 

antenna 

Table 5. External dimensions, units:m (ft). 

 

The driver’s normal visual field through the full windshield was measured as well (see 

Figure 19). 
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AL

AH

BL BR

 

Figure 19. Field of view through the full windshield. 
The drivers’ height and their normal sight angle vary with their height or seating position. 

A driver of average height was selected for the design. The optical system for the HUD 

was fixed for based on this driver’s dimension. The parameters for the Figure 19 are as 

listed in Table 6. 

 

Items Dimension (degrees) 
AH 12.1 Vertical View 
AL 25.7 
BL 31.3 Horizontal View BR 61.3 

Table 6. Field of view through the full windshield. 
 

The angles specified in Table 6 are calculated numbers using the relative locations and 

configurations of the truck cab and the driver’s head position within the cab. 

 



53 

3.4 Differential GPS 

A Novatel RT-20 DGPS was used as the primary position sensing system. In previous 

experiments [27, 28] (1997), we found that its performance readily met its specifications 

of 20cm accuracy while operating at a 5 Hz sampling rate. Serial communication routines 

were coded as a separate thread (same concept as a process or task in a Unix-based or 

real time operating system) for faster processing of the received GPS data strings. 

 

 
Figure 20. DGPS receiver antenna mounted on the top of the test truck within a 

choke ring. 
 

The P20A log format was used for 20 cm accuracy and 5 Hz operation. A typical P20A 

log message and its components are as follows: 

 

$P20A,910,250783.00,0.000,6,45.25951317,-93.70147699,295.050,-

26.380,61,0.994,0.752,1.293,0, 8,2,33,0*27 
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where, each part of the log string is defined below 

 

• $P20A  Log header 
 
• 910  GPS week number 
 
• 250783.00  GPS seconds into the week 
 
• 0.000  Age of differential correction 
 
• 6   Number of satellites in use (0-12) 
 
• 45.25951317 Latitude of position in current datum, in degrees 
 
• -93.70147699 Longitude of position 
 
• 295.050  Height, in meters with respect to mean sea level 
 
• -26.380  Geoidal separation, in meters 
 
• 61   Datum ID 
 
• 0.994  Standard deviation of latitude solution element, in meters 
 
• 0.752  Standard deviation of longitude solution element, in meters 
 
• 1.293  Standard deviation of height solution element, in meters 
 
• 0   Solution status 
 
• 8   RT20 status 
 
• 33   Idle time of the CPU, integer value. If this value is less than 10, 

the system performance degrades. 
 

• 0   Differential reference station 
 
• *27  Checksum 
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The GPS log strings are normal ASCII strings. 

 

3.5 Operating Software 

The HUD software was developed using Microsoft Visual C++ under the Windows 95/98 

operating system. Because the program was developed as a standard 32-bit application, 

the HUD software can be run under either Windows NT or 95/98 without any 

modification. The software was coded using the object oriented programming language 

C++. For real time screen drawing, sophisticated graphic packages (for example, Open-

GL or Tcl) were not used; only basic screen drawing routines (point drawing, line 

drawing, and polyline) supported by Visual C++ and the operating system were used. 

This facilitated porting to other operating systems like the QNX real time operating 

system where graphic libraries are not readily available. 

 

The size of the executable file is about 1.17 Megabytes. 

 

The basic skeleton was prepared by following the standard generating method which is 

built into the Visual C++ development tool. In detail, the software was developed as a 

“Single Document Interface (SDI)” style. The SDI means that the software can handle 

one document at a time which is convenient to the HUD system. The HUD system needs 

to access an entire computer screen for the single purpose of drawing road boundaries. 
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To facilitate connection to the previous and future systems, various DGPS input methods 

were prepared and coded. These included: Direct RS-232 serial input from the DGPS 

receiver, UDP/IP communication from a separate data collecting computer system, and 

using simulated GPS values from a driving simulator. 



57 

 

Chapter 4 Computer Graphics 
 

4.1 Head Up Display Screen 

Figure 21 shows a typical screen of the HUD system on a curved section of the 

Mn/ROAD. 

 

Figure 21. Typical HUD Screen. The image is in color on a standard display and 
monochrome in the HUD combiner. 
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The left (yellow) curved line is the left side road boundary. The dotted line with white 

dots represents the yellow centerline of the two-way land road. The right side curved line 

with the vertical poles is the right side of the road boundary. The driver is supposed to 

drive in the lane between the centerline and the right side boundary. The screen in Figure 

21 is projected in the forward-looking visual field of the driver with the correct scale so 

that objects (including the painted line stripes) in the screen are superimposed on the real 

objects in the outer scene. The black area of the screen in Figure 21 is transparent on the 

combiner under real operating conditions. Only the bright colored lines appear on the 

virtual image that is projected onto the combiner; the dark areas are transparent and are 

thus filled with the image that one sees through the combiner. 

 

The Delco made projector can display only monochrome color. All yellow, red-dotted 

and white lines were drawn as white for maximum illumination. Line widths of the road 

boundaries were changed to 5-pixels thick for better perception. The red-dotted centerline 

was a 1-pixel wide dotted line but it was also changed to a white solid line with the same 

thickness as the side boundary lines. Thin lines were very difficult to see when the 

outside environment was bright. A newer HUD design has now overcome this problem. 

 

In Figure 21, the HUD screen is the same as that generated by ordinary windows-based 

software composed with a title bar, menu, client area, and status bar. This screen was 

designed for debugging and the HUD screen was displayed as a full desktop window that 

was used during actual driving experiments. The major working area of the window 

software where the graphics objects are drawn is called the client area. All of the HUD 
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graphical information about the road is drawn in the client area. System menus are 

located on top of the client area. Filling the background with black color, or zero 

illuminating intensity, to achieve transparency, is done by changing the display setting of 

the Windows system. By changing the Windows OS level setting, the filling operation of 

the background with black can be processed faster than doing a solid fill by the HUD 

software routines. At the bottom, brief status information appears. Current location and 

heading angle of the vehicle are displayed in the state plane coordinates. The first two 

numbers in parentheses are the X and Y values of the state plane coordinate, and the next 

number is the heading angle of the vehicle in degree units which is measured in a 

counterclockwise angle direction from the north. The heading angle is zero when the 

vehicle is headed in the true north direction and increases as the vehicle turns 

counterclockwise as viewed from the top. 

 

The centerline in the graphic screen of Figure 21 is the yellow painted centerline stripe, 

which demarcates the other lane on the test road but could represent a lane for travel in 

the opposing direction, as found on most normal roads. In our case, the digital map 

contains only the centerline data but other representations are possible. The centerline 

data was mathematically generated using the construction data. The two road boundaries 

are generated mathematically using the centerline data and the roads width as the HUD 

software draws the output screen. The mathematical calculation of road edges from the 

centerline data will be discussed in the "Road Edge Calculation" section. 
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The "forward" text appearing on the right side of the status line on the bottom means that 

the HUD software detected that the vehicle is moving in the forward direction on the 

digital map. In our case, the forward direction of the digital map is the direction in which 

the digital map data is stored. The digital map data is a 1-dimensional array of points for 

the clock-wise direction of the Low Volume Road of Mn/ROAD. The bottom status line 

was used for debugging the HUD software and was made invisible while performing 

experiments on the road to make the visual field for the HUD wider and clearer. As we 

expected, the status line annoyed drivers driving the truck. The upper tool bar, where the 

file, edit and view are located was hidden during actual experiments. 

 

The map of the newly designed system has been improved to incorporate complex shaped 

road data. In case of the LVR of the Mn/ROAD, a 1-dimensional array of points was 

good enough to express entire LVR section and process the retrieval tasks. The left and 

right road boundaries were calculated by mathematically expanding the centerline data. 

Later, the data structure for the map was changed to multiple sets of 1-dimensional array 

of points, which represents shape of the actual road boundaries. In this structure, the left 

and right boundary, and centerline are stored in separate array structure. This scheme 

requires more memory and computing power to retrieve a local map which is visible to 

the driver. In the newly designed system, the map handling and retrieval tasks are 

performed in a separate computer system then transmitted to HUD computer via the local 

network in the truck. 
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4.2 Block Diagram of Head Up Display Software 

The blockdiagram shown in Figure 22 shows all the software components and internal 

data flow throughout the HUD system.  

 

GPS Vehicle location
(VX,VY,VZ)

Yaw angle
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Pitch angle
φ

Yaw rate gyro

Tilt sensor

Driver’s eye data
location (Dx, Dy, Dz)
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coordinates
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Clipping
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System
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road data

Perspective
Projection
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Figure 22. Block diagram of the Head Up Display System. 

,-------------- I 

'c==J-+: I I 
I 
I I 

: : L-------~ 
: L-----------------, : ________ ' : 
I 
I 

!L------~ L _______ ----1: 
L _____________________________ _ 



62 

 

The blocks for the digital map, coordinate transformation, and perspective projection are 

the most crucial. A coordinate transformation matrix [T] is constructed from the location 

and heading angle of the moving vehicle and the driver's head or eye data. The location 

data retrieved from the digital map are converted into local coordinate data using the 

transformation matrix [T], then fed into the perspective projection routines. The 

perspective projection routines calculate and draw the road shape in the computer's 

graphic memory, which then appears as a virtual view in the driver's visual field of view. 

 

The digital map block is the road map data management system that maintains the digital 

map described in the previous section. The digital map is given by the global coordinate 

frame which is based on the Minnesota South State Coordinate frame. The coordinate 

frames defined and used for the HUD will be described in the following section. 

 

The coordinate transformation block transforms the coordinate frame of the digital map 

from the global coordinate frame to the local coordinate frame. The local coordinate 

frame is a moving coordinate frame that is attached to the driver's head. The coordinate 

transformation is performed by multiplying a 4x4 homogeneous matrix [T] to the road 

data points. Because the vehicle is kept moving, the matrix [T] must be updated in real 

time too. The movement of the driver’s eye that is included in the matrix [T] also should 

be measured and fed into the matrix [T] calculation in real time. However, the heading 

angle and position of the driver's eyes are assumed to be constants in the experiments; 

driver always sees straight forward direction at a fixed position. This is a reasonable 
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assumption for the experiment with a head up type display system where displayed 

images and the eye (or head) position are positioned at a specific configuration to see the 

reflected images. If driver’s head is located far from the designed position, the driver 

cannot see the reflected image. Furthermore, the optical system of the HUD was designed 

to minimize the effect of the viewer’s eye location if it is bounded in a designated area. If 

the driver’s head doesn’t move far from the designated insensitive eye frame, the images 

tend to stay at the same position independent of the eye position. Therefore, if the 

position of the combiner is fixed once the HUD is adjusted and the driver doesn’t move 

the head out of the designated frame, then it can be assumed that the HUD images stay in 

the same position. When the driver moves his head position significantly, then he would 

already knows that the HUD image may not be valid. 

 

On the other hand, head-mounted displays (HMD), i.e. helmet-mounted types, in which 

display units are attached to the helmet or goggles, are very sensitive to head movement. 

Whenever the driver moves or rotates his head to the left or right, the screen images 

move as well. Furthermore, it is impossible to make a position-insensitive optical system 

for the head-mounted display. If the head-mounted display is used for the conformal 

augmented system, the position and orientation of the head must be measured and used to 

compensate for head motion in the display computation. The problem however, is that if 

there is any mismatch or lag between the true head motion and the projected display 

maps, motion sickness will result. 
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The heading angle of the vehicle is estimated from the past history of the GPS location 

data. We attempted to see whether a GPS based estimate of the heading angle would be 

sufficient. Otherwise, a rate gyro would be needed. An absolute heading angle is needed 

to compute correct coordinate transform matrix [T]. An error or lag in the heading angle 

estimation (or measurement) affects the HUD matching accuracy. In addition to the 

heading angle estimation by successive differentiation of GPS data, a method to measure 

an absolute heading angle using a magnetometer (digital compass) or an Inertial 

Measurement Unit (IMU) are being considered for better accuracy and dynamic response 

on the calculation of the coordinate transformation. Furthermore, other angles such as roll 

and pitch angles need to be considered when computing the correct coordinate transform 

matrix [T]. The roll is the angle that the vehicle makes in the vertical plane along the 

lateral direction of the vehicle. This angle would appear if the vehicle moves along a 

banked road. The pitch is the angle that the vehicle makes in a vertical plane along the 

longitudinal direction. The pitch angle appears if the vehicle climbs up or down a hill. 

These two angles are included in the coordinate transformation matrix but were set as 

zeros for the experiments on the LVR of Mn/ROAD because the road profile of the 

testing sections of the LVR are flat. The relative position of the driver's head was also 

included in the coordinate transformation matrix, but were set as constants. The roll angle 

was set as zero and the pitch angle was set as – 5 degrees down in to the ground from the 

horizontal line in order to maximize the effective viewable area of road boundaries. 

 

The result of the coordinate frame transformation is the road boundary data seen from the 

driver's eyes’ perspective. The resultant local coordinate data must be projected onto the 
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planar surface of virtual screen made by the combiner and projector. Actually, the 

projector projects the image onto the curved surface of the combiner but the projection 

screen is the virtual screen located at 43.2 ft (13.17m) in front of the driver. 

 

4.3 Coordinate Frames 

There are 3 coordinate frames used to construct the graphics on the head up display 

system; the global coordinate frame, the local vehicle-attached coordinate frame, and the 

graphic screen coordinate frame. The global coordinate frame is the coordinate frame 

used for the road map data (see Figure 23). 
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Figure 23. Coordinate frames (global, vehicle, and local coordinate frames). 
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Global Coordinate Frame 

The Minnesota South State Coordinate system explained in the previous chapter was used 

as the global coordinate frame, {G}. The road point data in the digital road map data and 

the location of the vehicle (actual location of the origin of the vehicle coordinate frame) 

are expressed in terms of the global coordinate frame. The capital letters X, Y, and Z 

were used as names of each axis. The positive Y-axis is the direction to the true North 

and the East direction is defined as the positive X-axis. The compass was drawn in Figure 

23 to show the Y-axis and the true north. The elevation was defined as the Z-axis to the 

express elevation of the road shape and objects adjacent to or on the road. All of the road 

points stored in the road map data file are expressed in terms of the global coordinate 

frame. DGPS system gives latitudinal and longitudinal angle data, then these are 

converted into the Minnesota State coordinate data and fed into the mathematical 

calculation routines in the graphic processor. 

 

The location and heading angle of the vehicle coordinate frame (following section) are 

expressed in terms of the global coordinate frame. 

 

Vehicle-Attached Coordinate Frame 

The vehicle-attached intermediate coordinate frame, {V}, was defined and used to 

express the vehicle configuration data (including the location and orientation of the 

driver's eye within the cab) relative to the origin of vehicle. The vehicle coordinate frame 

is attached to the vehicle and moves as the vehicle moves. The origin was defined as the 

point on the ground under the location of GPS receiver antenna. Please note that the 
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origin of the vehicle coordinate is drawn at the position of the GPS antenna in Figure 23 

for the sake of clarify. Originally the vehicle coordinate frame was considered as attached 

to the GPS antenna. However, due to difficulties in measuring the driver’s eye location 

with respect to the vehicle coordinate frame, it was changed so that the vehicle coordinate 

frame is attached on the ground where the elevation, Z-axis, is zero. Everything in the 

vehicle was measured from the ground point under the GPS antenna. 

 

The forward moving direction was defined as the positive y-axis. The direction to the 

right when the vehicle is moving forward was defined as the positive x-axis. The vertical 

upward direction was defined as the positive z axis which is parallel to the global 

coordinate frame axis Z. The reason to choose x and y axis in this manner was to make it 

easy to convert the local coordinate frame into the graphic screen coordinate frame. In the 

graphic coordinate frame, the positive directions are to the right and in the upward 

direction as explained in the following section. Conceptually this is also convenient for 

the mathematical calculations. 

 

Only the yaw angle, i.e. heading angle, of the vehicle from among the three possible 

directional angles; yaw, pitch, and roll angle, was used to draw the graphics screen 

display. The yaw angle is the vehicle’s heading angle as measured from the true North. 

The counterclockwise direction represents the positive yaw angle because the positive z-

axis is pointing upward. The pitch angle results from the changing elevation of the road 

along its moving direction, i.e. longitudinal direction. The roll angle comes from the 

lateral road profile. The pitch and roll angles were assumed to be zero, i.e. the road is flat 



68 

both latitudinal and longitudinal directions. This was a reasonable assumption for driving 

on straight sections of the Mn/ROAD where the road profile is relatively flat. 

 

Local Eye Coordinate Frame 

The local coordinate frame, {L}, was defined and used to express the road data relative to 

the viewer’s location and direction. This coordinate system will be called the local 

coordinate frame through out this paper. Even though the driver’s eye location and 

orientation are constant due to the nature of the combiner, all of the global information 

needs to be converted into the eye coordinate frame for calculating the perspective 

projection. The location of the driver's eye, i.e. the viewing point, is the origin of the local 

coordinate frame. The local frame is defined with respect to the vehicle coordinate frame. 

The relative location of the driver’s eye from the origin of the vehicle coordinate frame 

was measured and used in the coordinate transformation matrix [T]. The directional angle 

information for the driver's line of sight is very important for constructing the projection 

screen. This angle information also needs to be integrated into the coordinate 

transformation matrix. 
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Figure 24. Local eye-coordinate frame. 
The current version of the HUD software performs the coordinate transformation using a 

constant angle value, but the software is programmed to allow for a variable angle data 

for future use. This feature would be essential if one were to use a head-mounted type of 

display rather than a HUD. 

 

Projection Screen Coordinate Frame 

Ultimately all objects in the outer world should be drawn on a flat two-dimensional video 

projection screen. The projection screen in this paper is the virtual screen which is 

perceived by human drivers. The screen coordinate frame has only two axes. It is natural 

to define the upward and right directions as the positive directions in the vertical 2-

dimensional plane. The positive x-axis of the screen was defined to be the same as the 

positive x-axis of the vehicle coordinate frame for easy coordinate conversion. There are 

two choices of selecting the remaining two axes with respect to the positive x-axis 

direction. One possible coordinate frame is to choose the upward direction as the positive 

y-axis and the forward looking direction as the negative z-axis. The other one is to select 
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the upward direction as the positive z-axis and forward looking direction as the positive 

y-axis. The screen coordinate frame was selected to be the latter case. In this coordinate 

frame, the upward direction is the positive z-axis and the forward-looking direction (or 

distance to the objects located in the visual sight) is the positive y-axis. The definition of 

the positive z-axis as the forward-looking direction makes the perspective calculation 

easier to conceptualize because everything in the visual field of view is expressed in 

terms of positive values. 

 

 

Computer Graphics Memory Coordinate Frame 

 

Everything needs to be drawn in the graphic memory of the computer hardware. The 

computer graphic memory is considered as a two-dimensional arrays of pixel points. In 

the computer video screen, the left-top corner is the beginning of the video memory. The 

x-axis increases as a pixel point moves to the right, and the y-axis increases as a pixel 

point moves to the bottom of the screen. Basically, the positive x-axis (right direction) 

and z-axis (upward direction) in the projection screen are mapped to the positive x-axis 

and the negative y-axis in the computer memory space and its origin is shifted to the left-

top corner. The pixel locations in the computer screen can only be integer values. 

 

 



71 

4.4 Road Edge Calculation 

The road edges, both the right and the left side boundaries, were not stored in a file but 

calculated from the center line data which are stored in the digital map. The width of the 

road is also stored in the digital map file. If the road width is not defined in the road map 

file, then twelve feet, the standard lane width of a Minnesota State highway, is used. If 

points along the centerline and the lane width are known, then the road edges can be 

calculated readily by doing simple 2-dimensional geometric calculations. 

 

center line
side edge lines

Pi-1

Pi

Pi+1

Ri

Li

NiMi

Ni+1

Mi+1

Line_Ri

Line_Li

MRi

MLi

Mi

Ni

Pi

Pi-1

(a) (b)  

Figure 25. Finding road edge lines. (a) Relationship between 3 consecutive points   
(b) Finding center Mi. 

 
The centerline contains a series of road points, Pi, Pi+1 where each point Pi contains 2-

dimensional (X, Y) location data. The goal of the following calculations is to find Ri and 

Li, where Ri is the right road boundary and Li is the left road boundary. Mi and Mi+1 

represent the center of the line segment P Pi i−1  and P Pi i+1  respectively. Ni and Ni+1 are 

l 

--------
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vectors normal to the line segments P Pi i−1  and P Pi i+1  respectively and originate from 

each line segment at Mi and Mi+1. If the line vector P Pi i−1  is as follows: 

 

P P a bi i− =1 ( , )        (1) 

 

then, 

 

N b ai = −( , )        (2) 

 

Ri and Li can be found from following equations. Since Mi is the middle of line segment 

P Pi i−1 , where Pi and Pi+1 are end points for each line segment, then 

 

( )M P Pi i i= + −

1
2 1       (3) 

 

Additional variables were defined in order to simplify the calculations. MRi and MLi are 

the center of the right and left side edge segments. W is the lateral width of each lane. 

Line_Ri and Line_Li are the line segments for each side. 
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MR M
W
N

Ni i
i

i= +        (4) 

ML M
W
N

Ni i
i

i= −        (5) 

 

Therefore, 

 

( )Line R MR s P P MR s Pi i i i i i_ = + − = +−1 ∆     (6) 

( )Line L ML t P P ML t Pi i i i i i_ = + − = +−1 ∆     (7) 

 

where, 

 

 ∆P P Pi i i= − −1  and 

 s and t are arbitrary real numbers. 

 

Line_Ri+1 and Line_Li+1 can be calculated in a similar manner. They are 

 

( )Line R MR u P P MR u Pi i i i i i_ + + + + += + − = +1 1 1 1 1∆    (8) 

( )Line L ML v P P ML v Pi i i i i i_ + + + + += + − = +1 1 1 1 1∆    (9) 

 

where, 

 

-11 

-11 
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 ∆P P Pi i i+ += −1 1  and 

 u and v are arbitrary real numbers. 

 

Now, the intersection points of the right and left edge lines can be defined using the line 

equations (6), (7), (8), and (9). The calculation goal is finding the intersecting point Ri,  

Li, Ri+1, and Li+1 expressed in terms of Pi and Pi+1. The equations for the two lines should 

be equal at the intersection point. Therefore, 

 

Line R Line Ri i_ _+ =1        (10) 

Line L Line Li i_ _+ =1        (11) 

 

and their intersection points are Li and Ri so, 

 

Line R Line R Ri i i_ _+ = ≡1       (12) 

Line L Line L Li i i_ _+ = ≡1       (13) 

 

By letting Line_Ri+1 equals Line_Ri, 

 

MR s P MR u Pi i i i+ = ++ +∆ ∆1 1       (14) 

ML t P ML v Pi i i i+ = ++ +∆ ∆1 1       (15) 

 

Unknown variable s, t, u, and v can be found using the above two equations. 
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 s P u P MR MR MRi i i i i∆ ∆ ∆− = − ≡+ +1 1     (16) 

 

If the x and y components of the above equation are separated, each component will be as 

follows: 

 

 x component: s P u P MRi x i x i x∆ ∆ ∆, , ,− =+1     (17) 

 y component: s P u P MRi y i y i y∆ ∆ ∆, , ,− =+1     (18) 

 

These two equations can be expressed by the following matrix equation, 

 

 
∆ ∆
∆ ∆

∆
∆

P P
P P

s
u

MR
MR

i x i x

i y i y

i x

i y

, ,

, ,

,

,

−
−


















 =











+

+

1

1
     (19) 

 

If the determinant D of the matrix [M] is not zero, 

 

 [ ]M
P P
P P

i x i x

i y i y
=

−
−











+

+

∆ ∆
∆ ∆

, ,

, ,

1

1
      (20) 

 [ ]D M P P P Pi x i y i y i x= = − ++ +det , , , ,∆ ∆ ∆ ∆1 1  

 

then, 
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s
u D

P P
P P

MR
MR

i y i x

i y i x

i x

i y









 =

− +
−




















+ +1 1 1∆ ∆
∆ ∆

∆
∆

, ,

, ,

,

,
    (21) 

 

Therefore, Ri can be determined as follow 

 

 ( )s
D

P MR P MRi y i x i x i y= − ++ +

1
1 1∆ ∆ ∆ ∆, , , ,     (22) 

 R MR s Pi i i= + ∆  

 

and the left intersection point Li can be calculated in a few steps, 

 

 ( )t
D

P ML P MLi y i x i x i y= − ++ +

1
1 1∆ ∆ ∆ ∆, , , ,     (23) 

 L ML t Pi i i= + ∆  

 

If D is zero, then it means that the two line segments P Pi i−1  and P Pi i+1 are parallel to each 

other as shown in Figure 26. In this case, 

 

 R P
W
N

Ni i
i

i= +        (24) 

 L P
W
N

Ni i
i

i= −        (25) 

 

-11 

-11 
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Line_Ri

Line_Li

Pi

Pi-1

Pi+1

Li

Ri

Line_Ri+1
Line_Li+1

 

Figure 26. The case when 2 lines are parallel to each other, i.e. the determinent of 
[M] is zero. 

 

The right and left sides of the road edges were calculated only once, right after the road 

data was loaded into memory, in order to increase the drawing speed. 

 

 

4.5 Coordinate Transformation 

Road data points including the left and right edges, which are expressed with respect to 

the global coordinate frame {G} as Pk, shown in Figure 27, are converted into the local 

coordinate frame {L} which is attached to the moving vehicle coordinate frame {V}. Its 

origin (OV) and direction (θV) are changing continually as the vehicle moves. The origin 

(OL) of the local coordinate frame {L}, i.e. driver’s eye location, and its orientation (θE) 

change as driver moves his head and eyeballs. Even though driver’s orientation (θE) is 

assumed as constant in the current version of the HUD system, all of the potential effects 

were considered in the coordinate transformation equations for future extension of the 

HUD software. All road data that are given in terms of the global coordinate frame {G} 
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need to be converted into the eye coordinate frame {L} ultimately. Then they are 

projected into the video screen using a perspective transformation. 

 

A homogeneous transformation matrix [T] was defined and used to convert the global 

coordinate data into local coordinate data throughout the HUD software. We will now 

develop the matrix [T]. 

 

OG

x

Y

X

y θVθE

Road data
Pk(Xk,Yk,Zk)

{G}

{V}{L}

(top view)

vehicle

OV  GPSdriver’s eye

xL

yV

θV

θE

{V}

{L}

vehicle

OV

GPS

        OE
xV

Y

yL

(a) (b)

driver’s eye

 

Figure 27. Coordinate frames used to determine the transformation matrix [T].         
(a) Overall view, (b) Blowup of vehicle. 

 

The parameters in Figure 27 are as follows, 

• Pk is the k-th road point 

• OG is the origin of the global coordinate frame, 

( 
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• OV is the origin of the vehicle coordinate frame with respect to the global coordinate 

frame. 

• OE is the origin of the local eye-attached coordinate frame. 

 

Any point in 3-dimensional space can be expressed in terms of either a global coordinate 

frame or a local coordinate frame. Because everything seen by the driver is defined with 

respect to his or her location and viewing direction, i.e. relative geometrical configuration 

between the viewer and the environment, all of the viewable environment should be 

expressed in terms of a local coordinate frame. Then, any objects or line segments can be 

projected onto a flat surface or video screen by means of the perspective projection. The 

mathematical calculation of the coordinate transformation is performed by constructing a 

homogenous transformation matrix and applying the matrix to the position vectors [29]. 

 

The coordinate transformation matrix [T] was defined as a result of the multiplication of a 

number of matrices described in the following paragraphs. 

 

To change the global coordinate data to the local coordinate data, the translation and 

rotation of the frame should be considered together. 
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OW

OL(X,Y,Z)

X

Y

y

x

P(X,Y,Z) p(x,y,z)

 

Figure 28. Translation of the coordinate frame. 
 

The translation of the coordinate frame transforms point data using the following matrix 

equation 

ZOZz
YOYy
XOXx

L

L

L

.

.
.

−=
−=
−=

        (26) 

or 

x
y
z

O X
O Y
O Z

X
Y
Z

L

L

L

1

1 0 0
0 1 0
0 0 1
0 0 0 1 1



















=

−
−
−





































.
.
.

 or [ ]L
G

L

trans
Gp T P=  (27) 

where, 

 L p

x
y
z=

















1

, G P

X
Y
Z=

















1

, and [ ]G

L

tran

L

L

L
T

O X
O Y
O Z=

−
−
−



















1 0 0
0 1 0
0 0 1
0 0 0 1

.
.
.   (28) 
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The rotation of the coordinate frame about the Z-axis can be expressed by the following 

matrix equation; 

 

OW X

Y

P.X

P.Y
y

x

p.x

p.y

θOL

 

Figure 29. Rotation of the coordinate frame (P: world coordinates, p: local 
coordinates). 

 

x X Y
y X Y
z Z

= +
= − +
=

cos sin
sin cos

θ θ
θ θ        (29) 

or 

x
y
z

X
Y
Z

1

0 0
0 0

0 0 1 0
0 0 0 1 1



















=
−





































cos sin
sin cos

θ θ
θ θ

     (30) 

 

This equation can be written using the following matrix equation, 

[ ]L
G

L

rot
Gp T P=         (31) 

where, 
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 [ ]G

L

rotT =
−



















cos sin
sin cos

θ θ
θ θ

0 0
0 0

0 0 1 0
0 0 0 1

     (32) 

If we think about rotation and translation at the same time, then these two matrices can be 

combined by the following equations, 

[ ]L
G
L Gp T P=         (33) 

where, 

[ ] [ ] [ ]G
L

G

L

rot G

L

tranT T T=  

=
−



















−
−
−



















cos sin
sin cos

,

,

,

θ θ
θ θ

0 0
0 0

0 0 1 0
0 0 0 1

1 0 0
0 1 0
0 0 1
0 0 0 1

O
O
O

L X

L Y

L Z
   (34) 



















−
−+−
−−

=

1000
100

cossin0cossin
sincos0sincos

,

,,

,,

ZL

YLXL

YLXL

O
OO
OO

θθθθ
θθθθ

 

 

This relationship can be expanded through the {G}, {V}, and {L} coordinate frames. The 

coordinate transform matrix [T] was defined as follows assuming that only heading 

angles θE and θV are considered as rotational angle data; 

 

[ ] [ ] [ ]L
V
L

G
V G Gp T T P T P= =       (35) 

 

where, 
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[ ]T

c s O c O s
s c O s O c

O

c s O c O s
s c O s O c

O

E E L X E L Y E

E E L X E L Y E

L Z

V V V X V V Y V

V V V X V V Y V

V Z
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− −
− + −

−
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











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


− −
− + −

−



















0
0

0 0 1
0 0 0 1

0
0

0 0 1
0 0 0 1

, ,

, ,

,

, ,

, ,

,
 (36) 

 

and, 

 

 cE E= cosθ , sE E= sinθ , cV V= cosθ , and sV V= sinθ   (37) 

 

The resultant matrix [T] is then as follows: 

 

[ ]T

T T T T
T T T T
T T T T
T T T T

=



















11 12 13 14

21 22 23 24

31 32 33 34

41 42 43 44

      (38) 

where, 

( )T c c s sE V E V E V11 = − = +cos θ θ      (39) 

( )T c s s cE V E V E V12 = + = +sin θ θ      (40) 

T13 0=          (41) 

( ) ( ) ( )T c O c O s s O s O c O c O sE V X V V Y V E V X V V Y V L X E L Y E14 = − − + − + − −, , , , , ,   (42) 

( ) ( )= − + − − + ++ +c O O c O s s O O s O cE V V X L X V L Y V E V V Y L X V L Y V, , , , , ,  

( )T s c c sE V E V E V21 = − − = − +sin θ θ      (43) 

( )T s s c cE V E V E V22 = − + = +cos θ θ      (44) 
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T23 0=         (44) 

( ) ( ) ( )T s O c O s c O s O c O s O cE V X V V Y V E V X V V Y V L X E L Y E24 = + + − + −, , , , , ,  (45) 

( ) ( )= + − − + ++ +s O O c O s c O O s O cE V V X L X V L Y V E V V Y L X V L Y V, , , , , ,  

T31 0=         (46) 

T32 0=         (47) 

T33 1=          (48) 

T O OL V L Z34 = − −, ,      (49) 

T41 0=         (50) 

T42 0=         (51) 

T43 0=         (52) 

T44 1=          (53) 

 

where,  

( )cE V E V+ = +cos θ θ , and ( )sE V E V+ = +sin θ θ    (54) 

 

By multiplying the road points P by the [T] matrix, we will have local coordinate data p. 

The resultant local coordinate value p is then fed into the perspective projection routine to 

calculate the projected points on the head up display screen. The calculations for the 

perspective projection will be discussed later in this chapter. 
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4.6 Perspective Projection 

After the coordinate transformation, all the road data are expressed with respect to the 

driver’s viewing location and orientation. These local coordinate data should be projected 

onto a flat screen, i.e., the virtual screen of head up display. 

 

Projecting the scene onto the display screen was done using simple geometrical 

mathematics and computer graphics theory. Physically the display screen is the reflective 

mirror or the virtual focused image plane. The display screen is the plane, which is 

located at sy position, parallel to the z-x plane. 

 

x

z

y

OL

projection screen
sx

sz

eye level     sy

(distance to screen)
 

Figure 30. Projection screen in the perspective projection. 

 

Where, sx, sz are the horizontal and vertical dimensions of the display screen. When the 

object is projected onto the screen, it should be projected with the correct perspective 

projection so that the projected images match with the outer scene. It is crucial that the 

head up display system match the drawn road shapes exactly when the actual road is in 

front of the driver. 
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top view

x

z
z

front view righthand side view

y

y

x

sy

sx

sz

Projection screen

Projection screen

 

Figure 31. Geometric diagram of the projection screen. 
 

The perspective projection makes closer objects appear larger and further objects appear 

smaller. 

I 
~ 

' I 

' 
1~ .I ,~ ~, 
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display screen
(projection screen)

p(x,y,z)

OL

s(x,z)

x

z
y

sz

sx

py

pxyOS
p'xy

 

Figure 32. Geometry of perspective projection. 

The prospective projection can be calculated from the triangle similarity. From the figure 

we can find the location of the point s(x,z) for the known data p(x,y,z). 

 

py pxy

p'xy

OS

OL

py

px

sx

sy

OL

sz

pz

p'xy

p

s(xz)

pxy  

Figure 33. Similarity of triangle. 
 

The values of the sx and sz can be found by similarity of triangles. 

-

I 
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p s p sy y x x: :=         (55) 

so, 

s p
s
px x

y

y
=         (56) 

s p
s
pz z

y

y
=         (57) 

As expected, sx and sz are small when the value py is big, i.e. when the object is located 

far away. This is the nature of perspective projection. 

 

After calculating the projected road point on the display screen by the prospective 

projection, the points were connected using straight lines to build up the road shapes. The 

line-connected road shape provides a better visual cue of the road geometry than plotting 

just a series of dots. 

 

 

4.7 Clipping: Finding The Visible Part of Road 

The road points that have passed behind the driver’s moving position don’t need to be 

drawn. Furthermore, because the projection screen has limited size, only road points and 

objects that fall within the visible field of view need to be drawn on the projection screen. 

Finding and then not drawing these points outside the field of view are important in order 

to reduce the computation load of the HUD system and enhance the display refresh 

speed. 
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x

z

y

OL

 

Figure 34. Visible region. 
 

 

The visible limit is defined by the following Figures 30 and 31. The visible three 

dimensional volume is defined as a rectangular cone cut at the display screen. Every 

object in this visible region needs to be displayed on the projection screen. Objects in the 

small rectangular cone defined by OL and the display screen, a three dimensional volume 

space between the viewer’s eye and the displaying screen, will be displayed in an 

enlarged size. If the object in this region is too close to the viewer then it results in an out 

of limit error or a divide by zero error during the calculation. The purpose of the HUD is 

to draw the road upcoming and adjacent objects. However, usually there are no objects 

located in the “enlarging space.” Figure 35 and the following equations of lines were 

used for checking whether an object is in the visible space or not. 
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top view

x

z
z

front view righthand side view

y

y

x

sy

sx

sz

y=-c1x line

y=+c1x line

y=+c2z line

y=-c2z line

 

Figure 35. Visible region (detail 3D view). 
 

If the position of a point in the local coordinate frame is defined as p(x, y, z) then this 

point is visible to the viewer only if 

 

• the point p is in front of the y c x= + 1  plane. (marked as dark in the top view diagram 

of Figure 35) 

• the point p is in front of the y c x= − 1  plane. 

• the point p is in front of the y c z= + 2  plane. (dark region in the right hand side view 

diagram of Figure 35) 

• the point p is in front of the y c z= − 2  plane. 

• the point p is in front of the display screen. 
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Equations in the diagram of Figure 35, e.g. y c x= + 1 , are not line-equations but 

equations of planes in 3 dimensional space. The above conditions can be expressed by the 

following equations mathematically, which describe what we mean by “in front of” 

 

 p c py x> + 1          (58) 

p c py x> − 1          (59) 

p c py z> + 2          (60) 

p c py z> − 2          (61) 

and 

p sy y>          (62) 

 

Only those points that satisfy all of the five conditions are in the visible region and are 

then drawn on the projection screen. 

 

In some cases, there could be a line segment of the road whose one end is in the visible 

region and the other is out of the visible region. In this case, the visible portion of the line 

segment should be calculated and drawn on the screen. Figure 36 shows one of many 

possible situations. The upper drawing of the Figure 36 is a top view, which is a 

projection of the xy plane. We will describe how to locate point p so that only the 

contained segment is drawn. 

 

 



92 

top view

x

z

front view

y

x

sx

p2

p1
p

p2

p1

p

p2

p1

pk

y=+c1x line

 

Figure 36. Out of sight. 

 

 

The range of the ratio value k marked as the distance between point p and p1 is from 0.0 

to 1.0. The position of point p can be written as, 

 

 ( )p p k p p p k p= + − = +1 2 1 1 ∆       (63) 

 

where, 

 k is an arbitrary real number, 0 1≤ ≤k and 

 ∆p p p= −2 1  

 

The x and y  components of the above equation can be written as follows: 
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 p p k px x x= +1, ∆         (64) 

 p p k py y y= +1, ∆         (65) 

 

The x and y components of point p also should satisfy the line equation y c x= + 1  in order 

to intersect with the line. Therefore, 

 

 ( )p p k p c p k p c p kc py y y x x x x= + = + = +1 1 1 1 1 1, , ,∆ ∆ ∆    (66) 

( )k p c p c p py x x y∆ ∆− = −1 1 1 1, ,       (67) 

then, 

k
c p p

p c p
x y

y x
=

−

−
1 1 1

1

, ,

∆ ∆
        (68) 

 

Applying the value k to the above equation, px, py and pz can be determined as follows, 

 

 p p p
c p p

p c px x x
x y

y x
= +

−

−1
1 1 1

1
,

, ,
∆

∆ ∆
      (69) 

 p p p
c p p

p c py y y
x y

y x
= +

−

−1
1 1 1

1
,

, ,
∆

∆ ∆
      (70) 

  p p p
c p p

p c pz z z
x y

y x
= +

−

−1
1 1 1

1
,

, ,
∆

∆ ∆
      (71) 
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Using these px, py, and pz, the projected values sx and sz can be calculated by a perspective 

projection in the same manner as the other parameters. 

 

 

4.8 Lateral Position Indicator 

A horizontal bar and cursor were also included in the HUD system. This graphical 

indicator was designed to give the driver a measure of the lateral distance from the 

centerline of the driving lane. The lateral distances are calculated from the GPS data and 

measured from the centerline. The lateral position data sensed by 3M’s magnetic tape 

system was also displayed in the HUD system. 

 

The distance is calculated by finding the closest distance between the location of the 

vehicle (its vehicle coordinate origin, a ground spot under the GPS antenna) and the 

centerline of the digital map. The location of the vehicle is measured from the GPS data, 

i.e. it is the origin of the vehicle-attached moving coordinate. Road data are stored as a 

series of location data in the digital map. Line segments were defined as a series of line 

segments connecting adjacent road points. The lateral distance indicator is displayed at 

the bottom of the client area overlaid on the perspective projection. If needed, the lateral 

position indicator can be turned on and off. 

 

Calculation of the lateral distance is composed of two parts; finding the lateral distance 

offset, and determining on  which side the vehicle is located with respect to the 
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centerline. The distance was calculated using geometrical mathematics and vector 

calculation, but the resultant value is a scalar value. It doesn’t indicate the configuration 

of the road segments and vehicle location. The road segment given by the digital map 

represents the centerline. If the distance is 0 (zero), then it means that the vehicle is 

moving along the centerline. The driver needs to know on which side of the lane he/she is 

driving as well as how far the vehicle is located from the center line. 

 

 

Calculating Lateral Distance 

A distance between a line segment and a point can be calculated from a series of 

mathematical calculations. The HUD software keeps track of the closest road points from 

the most recent vehicle locations from among all the points of road data. Whenever the 

HUD system tries to calculate the lateral distance of the vehicle, it extracts the number of 

the line segments before and after the recent closest road point. A line segment is 

expressed by two endpoints mathematically. Figure 37 shows the configuration of a line 

segment P P1 2  and a point Q. 

 

t

1-t

P1(a1,b1)

P2(a2,b2)

Q(m,n)

P(x,y)

 

Figure 37.  Geometrical configuration of a line segment and a point. 
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The point P is the closest point to the point Q from the line P P1 2 . It is mathematically 

known that the line segment PQ  and P P1 2  are perpendicular to each other when the 

distance is closest. Because the lateral distance is a horizontal distance, 2-dimensional 

vectors were considered for the mathematical calculations. The vector representation of 

the equation of the point on the line segment P P1 2  is as follows, 

 

P t P tP= − +( )1 1 2       (72) 

or, 

x t a ta= − +( )1 1 2  and      (73) 

y t b tb= − +( )1 1 2  

where, 

 0 1≤ ≤t  

When t=0, the point P becomes P1, and when t=1 the point P becomes P2. All of the 

possible points P are located between P1 and P2. Because the equation is linear, the 

trajectory of the point P is linear and will form a straight-line segment. The distance 

between P and Q is defined by the following equation. 

 d P Q= −        (74) 

( ) ( )= − + −x m y n2 2
 

The closest location can be found by finding a solution for the following differential 

equation. 

 ( ) ( ) ( )M t x m y n= − + −2 2
     (75) 

I I 

✓ 
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( )M t

dt
= 0        (76) 

The derivative of M(t) will be as follows, 

 
( )

( ) ( )[ ]M t
dt

d
dt

x m y n= − + −2 2
    (77) 

( )= − + −2 2x m
dx
dt

y m
dy
dt

( )  

( )( ) ( )= − − + − −2 22 1 2 1x m a a y m b b( )  

( )( )( )( ) ( )( ) ( )= − + − − + − + − −2 1 2 11 2 2 1 1 2 2 1t a ta m a a t b tb m b b( )  

 

By, letting 
( )M t

dt
= 0 , the solution t can be found as follows, 

 

( )( ) ( )( )
( ) ( )

t
a a m a b b n b

a a b b
=

− − + − −

− + −

2 1 1 2 1 1

2 1

2

2 1

2    (78) 

 

Now, we can determine the location of the point P using the value t calculated as above. 

The resultant t should be in the range of [0, 1] if the point P is in the line segment P P1 2 . 

The HUD software checks value t first before the HUD software calculates actual 

distances between the line segment and the vehicle location. If the value t is out of the 

range [0,1] then, further calculation is not performed anymore, and the closest point is 

selected as one of the end points and the closest distance is chosen as a distance from the 

endpoint to the vehicle location. Since there was no expression for the sign of the 
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distance, it will always be a positive scalar value. Because the road data of the digital 

map represents the centerline, if the resultant distance value is 0, then it means that the 

vehicle is located on the centerline. Usually a vehicle moves along the center of the lane, 

so the origin of the moving coordinate frame where the GPS antenna is located moves 

along the center of the driving lane. Therefore the distance value should be half of the 

usual lane width. The road width of typical roads in Minnesota is 12 feet (3.66m) wide. 

The lateral distance indicator shows a full 12 feet of travel and whether the location of the 

vehicle is in the range. If the lateral distance is more than 12 feet, i.e. in case that the 

vehicle departs outside the right lane boundary, the lateral distance indicator changes its 

color to red in order to provide an alert. Departing the lane from the left boundary, or in 

other words, crossing the centerline will be detected by performing further calculations 

described in the following section. As mentioned above, because the distance is just a 

scalar value and it is always positive, it is impossible to identify whether the vehicle is 

located on the right side or left side from the distance value alone. Identification of 

whether the vehicle is left or right was performed using the method described in the 

following section. 

 

 

Determining On Which side The Vehicle Is Located 

The location of the vehicle with respective to the line segment was found using the 

following vector calculation. The calculation should be performed with information given 

as to the moving direction of the vehicle. The definition for “which side of the road” 

depends on the moving direction. The same location can be thought of a left side or right 



99 

side of the line segment. Figure 38 shows a line segment of the road data and a location 

of the vehicle. 

 

Line segment
Moving
direction

Vehicle
location  

Figure 38. Determining location of the vehicle with respect to the line segment. 

 

The situation displayed in Figure 38 is when the vehicle is moving along the right side of 

the centerline. The location of the vehicle with respect to the centerline was identified by 

the following calculations. Figure 39 shows the two vectors that are used for the 

calculation. 

 

Vehicle
location

Start of line
segment

Ending point

V1

V2

α

 

Figure 39. Vectors for finding the vehicle location with respect to the centerline. 

 

• 
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The location of the vehicle with respect to the line segment was determined by finding 

the angle between the two vectors. The angle between the vectors can be found either 

using the dot product or the cross product. The dot product gives only the absolute value 

of the angle, i.e. the magnitude of the angle, but the cross product gives its size as well as 

magnitude. Actually, the most important information needed to determine vehicle 

location is not the value itself but its sign. The HUD software calculates the cross product 

to determine the vehicle location with respect to the line segment. 

 

v v
i j k

v v
v v

x y

x y

1 2 1 1

2 2

0
0

× = , ,

, ,

      (79) 

= + + −0 0 1 2 1 2i j v v v v kx y y x( ), , , ,  

 

where the vector v1 is a vector starting from the beginning of the line segment and ends at 

the next road point. The beginning point depends on the moving direction of the vehicle. 

The v2 is a vector that starts from the beginning of the line segment and ends at the 

vehicle’s current location. Because the two v1 and v2 vectors are on the x-y plane surface, 

the cross product should have +z direction or -z direction. If the sign is positive then the 

angle α is positive, i.e. the vehicle is located on the right side of the line segment, 

otherwise it is on the left side. 

 

If the HUD software detects that the vehicle is moving along the left side of the center 

line, which is a very dangerous situation, then it changes the indicator color to red. 
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4.9 Map Data Query Area 

Only the needed part of the entire map data is extracted and used for the screen drawing. 

Combined with the clipping of the invisible area, an efficient query can also reduce a 

significant amount of computation time by reducing the total amount of data needed. An 

efficient query area operation also reduces the communication time between the HUD 

and the geo-spatial database system, when the HUD needs to operate together with a 

separate database system. 

 
Figure 40 shows the concept of the query area used for the HUD development. It is a top 

view of a vehicle at given a moment. All of the coordinate data in Figure 40 are global 

coordinate data which is based on the Minnesota South State coordinate frame. The X 

and Y coordinates describe the location of the vehicle and θ is the heading of the vehicle. 

The ϕ is the sight angle visible through the combiner. Actually, the ϕ should be a little bit 

larger than the real field of view through the combiner. n is the nearest visible limit which 

defines the closest point of the road data that we want to display on the HUD. f is the far 

visible limit, data beyond the f distance will not be drawn nor will it be extracted from the 

digital map. 
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Figure 40. Query area to retrieve required map information from the entire map 
database. 

 

The four points P1, P2, P3, and P4 define the resultant query area. Everything in the 

trapezoidal shape will be extracted and transmitted to the HUD from the geo-spatial 

managing system. The equations for the four points are as follows. The lower case letter 

p1, p2, p3, p4 are the same as P1, P2, P3, and P4 but expressed in terms of the local 

coordinate frame which is attached to the moving vehicle. Please note that this is not the 

same as the vehicle coordinate frame discussed in the previous sections. The local 

coordinate frame used in this section is a specifically defined one needed in order to 

calculate only the query area. 

 







−= n

c
np ,1         (80) 
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
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
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c
np ,2         (81) 






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c
fp ,3         (82) 







−= f

c
fp ,4        (83) 

 

where, c is the slope of the left visible limit line which can be calculated as follow: 

 









=





 −=

2
tan

1
22

tan
ϕ

ϕπc       (84)  

The global coordinate frame data of p1, p2, p3, p4 can be found by multiplying the 

coordinate frame transform matrix [T] that is defined as follows: 
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      (85) 

 

The resultant point values of the four corners are as follows: 
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The following set of variables were used for the HUD experiments and prototype design 

discussed here. 

 n = 10 m (30 ft) 

 f = 300 m (1000 ft) 

 c = 4.0427 (ϕ = 27.78 degrees) 
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Chapter 5 Driving Simulator 
 

5.1 Driving Simulator 

A simple driving simulator was also developed as a part of the HUD system. The 

simulator was used to demonstrate the concept of the head up display to the public and to 

perform laboratory tests and debugging during the early development period. The current 

version of the HUD system can be run in either the simulation mode or in an actual 

operational mode. 

 

The simulator receives the user’s steering and acceleration inputs through the joystick 

steering wheel and pedals, and feeds the input signals into a kinematics model of the 

simulated vehicle. The kinematics model is run as a separate thread (same concept as a 

process in Unix or a task in a real time operating system). The model generates the 

vehicle’s position and orientation at each time step as a result of user inputs. The 

calculated new position and orientation of the simulated vehicle are fed into the HUD 

system. The same HUD system that is used for the real operation works with the input 

information from the simulated model, and finally the perspective projected road shapes 

appear on the graphic screen. Human subjects feel as if they are controlling the virtual 

vehicle by sensing its status through the visual feedback that appears on the computer 

screen. 
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5.2 Kinematics Model 

A simple kinematics model for the vehicle was developed and used for the laboratory 

simulator. There are many variations in the mathematical models of vehicles from the 

simplest kinematics model to the most sophisticated dynamic model [30, 31]. 

The forward moving velocity was assumed as a 1st order system, i.e. the speed profile 

increases as an exponential curve when a unit step input of acceleration is applied. 

Consequently, the speed will increase rapidly during the beginning part of the 

acceleration, then it converges to an asymptote value that is the final equilibrium speed 

for the acceleration pedal input. In other words, the amount of speed increment at any 

instantaneous moment is proportional to the difference between the current and the final 

equilibrium speed for the acceleration pedal input. The equation for the speed of a 1st 

order system can be written by the following equation. 

 

 ( ) ( )v t K e K t= − −
1 1 2       (89) 

 

Where, K1 and K2 are constants depending on the system parameters. Velocities of the 

system are, 

 

 ( ) ( )v K e K0 1 1 1 01
0

1= − = − =( )     (90) 

 ( ) ( )v K e K∞ = − =−∞
1 11      (91) 

 



107 

and acceleration values are, 

 

( ) ( )
a

dv t
dt

K K e K K
t

K t
t

0
0

1 2 0 1 2
2= = =

=

−
=

   (92) 

( ) ( )
a

dv t
dt

K K e
K K

t

K t
t

∞ = = =
∞

=
=∞

−
=∞1 2

1 22 0   (93) 

 

Figure 41 shows a typical velocity profile when K1 is 1.0 and K2 is 0.75 
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Figure 41. Velocity profile of the 1st order system 
 

The constant K1 is the final equilibrium velocity at a given acceleration input that is the 

resultant input value from the driver’s action of pushing the acceleration pedal. The 

equilibrium velocity was assumed to be linearly dependent on the acceleration pedal 

input. The constant K2 determines the speed response for the input value. The bigger the 

value of K2 the faster the speed response for the acceleration pedal movement. The value 
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K2 was chosen so that the human operator feels a speed response similar to that of driving 

a truck. 

 

In order to reduce the calculation time of exponential terms, the following incremental 

form for the velocity equation was derived and used for the simulator. The exponential 

function takes considerable more computation time than simple multiplication and 

divisions. 

 

 ( ) ( ) ( )v t t v t v t t+ = + ′∆ ∆      (94) 

 

Therefore, the amount of the speed increment is 

 

( ) ( ) ( )∆ ∆v t v t t v t= + −      (95) 

( )= ′v t t∆  

= −K K e tK t
1 2

2 ∆  

( )= − +−K t K e K KK t
2 1 1 1

2∆  

( )( )= −K t K v t2 1∆  

( )( )= −∞K t v v t2 ∆  

 

where, v∞  is the final equilibrium speed for the current acceleration pedal input value. 

Under real operating conditions, the final speed is changed constantly as the operator 

pushes the acceleration pedal. When the HUD is working with the simulator, the 
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simulator was set to sample input values and updated its status every 30 ms, so that the 

HUD screen was updated at 30 times a second. 

 

The longitudinal displacement was calculated by integrating the forward moving velocity 

and instantaneous heading angle of the vehicle. The lateral displacement at each time 

stamp was calculated using a bicycle model with the following assumptions. It was 

assumed that there is no time delay in the steering system. The kinematics model is valid 

if the following conditions are satisfied, 

 

• Vehicle is moving on a flat surface, 

• Steering angle is small, 

• Vehicle is moving slowly, 

• There is no slippage between the tires and the road surface. 

 

In the usual driving situation, it is reasonable to assume that the actual angle of the 

steering wheels, not the rotation of the steering column, is small. It is also a reasonable 

assumption that there is no slip between the tires and the road surface in most driving 

situations. The exception will be when the vehicle is accelerating or decelerating on a 

slippery surface or is turning at sharp corners. During most typical highway driving 

situations even if the speeds are high, the change of the steering angle will be quite small, 

therefore the kinematics model can be used with little error. Addressing “how real is the 

simulator” was not the major goal of the simulator development. The simple simulator 

was good enough to debug the HUD operation, which was its main purpose. 
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Figure 42 shows a typical situation for a bicycle model vehicle that has only two wheels, 

the front and rear wheels. The uppercase letter X and Y are the axes of the global 

coordinate frame and the other variables are defined as follows: 

 

 θ: heading angle of the vehicle with respect to the global coordinate frame. 

φ: steering angle 

L: wheel base 

vf: (measured) velocity of the front wheel 

vr: rear wheel velocity 

Rf: radius of rotation of the front wheel 

Rr: radius of rotation of the rear wheel 

w: rotational angular velocity 

 

The bicycle vehicle model follows a circular path when the steering wheel is turned by an 

angle as shown in Figure 42. The real vehicle has four wheels but in the bicycle model 

each wheel is considered as attached at the center of each axle. Only the front wheel is 

able to be steered and affects the heading angle. Figure 42 shows when the steering angle 

and the vehicle speed are positive values. The steering angle was defined as positive 

when it is turned in the counterclockwise direction. The local coordinate frame, written as 

lowercase x and y, is attached to the center of the rear wheel to make it easier to develop 

kinematics equations for the vehicle motion. The forward moving direction (heading 
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R w v
R w v

f f

f r

=

=
       (98) 

 

the angular speed w is 

 w
v
R

f

f
=        (99) 

then, 

 v R
v
R

v
R
R

vr r
f

f
f

r

f
f= = = cosφ     (100) 

vr is the forwarding moving velocity of the rear wheel. Because the heading angle of the 

vehicle is θ, the speed of vehicle at the instantaneous time and location can be expressed 

as follows, 

 

v v vx r f= − = −sin cos sinθ φ θ     (101) 

v v vy r f= =cos cos cosθ φ θ      (102) 

 

The vehicle heading angle changes if the vehicle moves forward even when the steering 

wheel is fixed to a non-zero angle. So, the changing rate of heading angle is related to the 

steering angle. The changing rate of the heading angle is written as &θ  and Figure 43 

shows its relationship to the vehicle parameters. 
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Figure 43. The changing rate of the heading angle with respect to the steering angle. 

 

Now, 

R vr r
&θ =        (103) 

& cos
θ

φ
= =

v
R

v
R

r

r

f

r
      (104) 

 

Because Rr can be expressed by the following equation, 

 

R
L

r =
tanφ

       (105) 

 

&θ  can be expressed as follows 

 

& cos
θ

φ
=

v
R

f

r
       (106) 
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=
v

L
f cos

tan

φ

φ

 

=
v

L
f cos tanφ φ

 

=
v
L

f sinφ  

 

If vf is given or determined by some speed measuring device, then the speed and 

changing rate of heading angle can be calculated by the following equations, 

 

v vx f= − cos sinφ θ       (107) 

v vy f= cos cosφ θ       (108) 

& sinθ φ=
v
L

f        (109) 

 

 

5.3 Joystick Interface 

A game oriented joystick device, Formula T-2, was purchased and used as an input 

device for the simulator. The joystick device shown in Figure 44 was designed for car 

driving games by ThrustMaster Company [32]. This device has all of the major 

components needed to drive a simulated car: steering wheel, gear lever, acceleration 

pedal, and brake pedal. The steering wheel also has a return spring system in it so that the 
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steering wheel returns to the straight forward (or center) position when it is released. The 

input signals for the steering wheel, acceleration pedal, and brake pedal are analog 

signals which vary linearly by pushing or rotating the individual units. The output of the 

sensors are variable resistances and fed into the joystick I/O card of an IBM PC 

compatible computer then converted into voltage signals, then finally converted into 

linearly changing digital numbers. The output values of the joystick movement sensors 

are 16 bit integer values. 

 

 

Figure 44. Formula T2 game device used for lab experiments. 
 



116 

Because the internal wiring of this game device is a little bit different than the standard 

circuitry of PC compatible joystick devices as shown in Figure 45, the standard device 

driver in Windows 95 or NT for game devices neither detects nor works with this game 

device. The system was designed to work only with their special interface card. The 

connection was modified as described in  the circuit diagram of Figure 46 to make it 

work with the standard device driver of the Windows operating system. 
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Figure 45. Standard circuit diagram for the game device for 2 axis type with 1 
rudder input and 4 button inputs. 

 

The joystick port of a standard PC can receive four separate analog inputs and for digital 

inputs. Analog inputs read resistance value between COM (common) terminal and its 

input terminal. The typical range of the potentiometer is zero to 100 kΩ. Zero resistance 

yields 0 (0x0000 in hexadecimal) value and over 100kΩ gives the full range value of two 

byte integers 65535 (0xFFFF in hexadecimal).  

 

 

• • • 
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• • • • • • ___j__ 
___j__ 

• • • • 
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Figure 46. Modified connector for the game port. 
 

The accelerating and decelerating pedal output were fed into the X-axis and Y-axis 

movement of a standard joystick. The accelerator pedal’s potentiometer was connected to 

X-axis. The brake was connected to the Y-axis. The third axis, the steering input, was 

connected to the rudder input. 

• 
• 

• 

• 

• 

• 

• 

• 

• 
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Chapter 6 Experimental Setup 
 

6.1 Yaw Angle Estimation 

The yaw angle, or the heading angle, of the vehicle was estimated by linear successive 

difference of two GPS samples. Figure 47 shows the concept of the linear successive 

difference method. It was assumed that the linear estimation is valid on a straight path. If 

the sampling rate of GPS data is fast enough so that the movement of the vehicle between 

the GPS sample data can be safely assumed as linear motion, then the linear successive 

difference method will yield a reasonable estimated heading angle. 
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Y Z-1
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Figure 47. Yaw angle estimation for linear motion. 
 

In Figure 47, the vehicle is moving from Pi-1 to Pi. The X and Y axes represent the global 

coordinate frame. In linear successive estimation, the vehicle’s heading angle is the angle 

of the vector starting from the point Pi-1, the previous GPS point, to the end point Pi, the 

current GPS point. θi is the yaw angle of the vehicle at current location Pi. 

• 
• 
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 ( )θi i iArg P P= − −1        (110) 

= Arg Pi( )∆  

 

where, ∆Pi  is P Pi i− −1 . The yaw angle of the vehicle was defined as an angle from the 

true north which is the Y axis of the global coordinate frame. When the vehicle is moving 

toward the true north, its heading angle is zero and the heading angle increases as its 

angle rotates in the counterclockwise direction. The yaw angle should be calculated as 

follows, 
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6.2 Characteristics of the DGPS 

 

As mentioned in the previous section, a Novatel RT-20 DGPS was used for this research. 

 

Naturally DGPS has a small amount of random error in both the longitudinal and 

latitudinal directions. Figure 48 shows a sample data collection at a point on the LVR of 
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the Mn/ROAD. A total of  1370 continuous samples were collected while the vehicle was 

stopped. The standard deviations of the sample data were 0.009322351m in x direction 

and 0.010722545 in y direction. The ellipse drawn in Figure 48 is the three-sigma range 

for the DGPS samples. The long axis of the ellipse is 32.167634 mm and short axis is 

27.967052 mm. The three-sigma radius defines a circular area where 99.99 % of samples 

are contained. 
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Figure 48. Sample data from a stationary DGPS receiver (Novatel RT20). 

 

Please note that the standard deviation for the above samples does not represent accuracy 

but repeatability. The repeatability indicates how consistent the sample data are even 

though all of them may have offset error. The average offset error is called accuracy. The 

Novatel claims that the error boundary of the GPS data comes from the RT-20 receiver is 
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20 centimeters. In previous experiments [27, 28], we found that its performance readily 

meets its specifications of 20 cm accuracy while operating at a 5 Hz sampling rate. 

 

 

6.3 Look-back Distance for Heading Angle Estimation 

The heading angle of the vehicle was estimated using the successive difference method 

between the current position and the past position of the vehicle. Currently, there is no 

rate gyro or magneto sensor being used to estimate heading angle in the current HUD 

system. Integration a rate gyro as a primary input for the heading angle measurement is 

being studied at present.  

 

Pi Pi

Pi-1

Pi-1

0.5 m

1.0 m

(a) (b)  

Figure 49. Concept of the Look-back Distance.                                                         
(a) When look-back distance = 0.5m, (b) When look-back distance = 1.0m 
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We did not consider the gyro in the work presented here for two reasons: (1) we wished 

to focus on the display algorithms and its accuracy, and (2) we wished to investigate how 

well the HUD would work with a minimal set of sensors. 

 

Any noise component in the GPS values will affect the estimated heading angle. The 

concept of look-back distance, as shown in Figure 49, was defined to filter out the 

random noise component in the GPS data. By increasing the look-back distance, noise in 

the leading angle estimate was attenuated. Three different look-back distance values were 

studied: 0.5m, 1.0m, and 1.5m. 

 

Pi and Pi-1 points are the current and the past location of the vehicle which were discussed 

in the previous section on “Yaw Angle Estimation.” 

 

6.4 Error Definition 

The objective of the conformal HUD is to construct and project road characteristics onto 

the display screen (or combiner) that exactly matches with the real road characteristics. 

Figure 50 shows typical driving situation with the HUD system. The gray rectangular 

lens in the screen is the combiner on which the projected computer screen is seen by the 

driver’s eye while the vehicle is moving. In Figure 50, the HUD is projecting the 

accentuated lines. 
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Figure 50. Typical driving situation with the HUD combiner. 

 

To quantify how well this is done, the “visual sight angle” (vsa) was used to describe the 

mismatch error. The visual sight angle is defined by the ratio of the actual lateral error 

associated with the lane projection and distance to the eye point as shown below: 

 

x
xvsa

distance
 distanceat error  lateral  =      (112) 

 

The visual sight angle normalizes error along the depth of the visual field and captures 

the error that is perceived by the driver. All our experimental results are described in 

terms of this visual sighting angle based error. To avoid the scaling problem of a camera 
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lens, reference marks with unit length were put on the HUD screen and the visual error 

was measured by comparing with the reference marks (see Figure 50). 

 

 

6.5 Error Analysis 

Live video images were captured while a driver was driving the test truck on a road. 

Position data coming from DPGS was also simultaneously stored. A Canon Optura 

digital video camcorder was used to record the projected HUD screens during actual 

driving situations. The camcorder was mounted at the driver’s right eye position using 

custom mounting brackets. The optical image stabilizer in the camcorder was enabled 

while taking video images. The digitally stored images were transferred to a PC, then 

processed and analyzed. To synchronize the beginning of the video image stream, a 

special mark was put on the video screen by the HUD software when recording was 

started. 

 

Sampling for error analysis was done at two-second intervals along the centerline. A 

special grid mark was drawn to synchronize these two-second intervals as shown in 

Figure 51. In Figure 51, the yellow lines (which may not be apparent in a gray scale 

image reproduction) are the computer generated ones. The three segments along the 

centerline are reference marks to measure mismatch error. Each horizontal line segment 

is 0.5m long, and the gap between two line segments is also 0.5m. The height of the 
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vertical mark is also 0.5m. To provide visual context, the 0.5m length is almost the same 

width as a standard IBM PC 101-key keyboard. 

 

Errors associated with the projected lane boundaries are computed by comparing the 

distance the projected lines are displaced from the actual lane boundary. The lateral 

displacement between the projected lane boundary and the actual lane boundary at the 

three marks is computed by comparing with the length of the reference mark that is 0.5m. 

This lateral displacement is then normalized by dividing by the distance to the camera, 

which yields a value for the normalized visual sighting angle. 

 

The error was measured at three different ‘look-ahead’ distances: 60m (196.8ft), 90m 

(295.3ft), and 120m (393.7ft) as measured from the driver’s eye. The topmost horizontal 

grid mark, i.e. the furthest one in Figure 51, is 120m ahead. The enlarged picture is the 

central white rectangular area. 
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Error

0.5 m reference marks

60 m ahead

90 m ahead

90 m ahead
120 m ahead

 

Figure 51. Reference marks for error analysis (blown up from the central portion of 
the Figure 50). 
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6.6 Vehicle Trajectory for the Test Drive 

The experiment used to evaluate the HUD was intentionally selected to test the outer 

limits of the system, including a changing heading angle. The truck was driven along an 

oscillatory trajectory down the LVR as shown in Figure 52. The truck was first driven 

along the normal driving lane that is the right side of the centerline. Then the truck was 

intentionally driven onto the left lane, that is the apposite traffic lane, was kept there for a 

while, then returned to the normal driving lane. 

 

Figure 52 shows one of the vehicle trajectories collected during the experiments. Figure 

52 is the enlarged view of the rectangular area of the entire LVR of the Mn/ROAD in 

Figure 53. The enlarged road shown in Figure 52 is the more southerly of the two straight 

roads in the rectangular area of Figure 53. Each dot in Figure 52 represents a DGPS 

sample point that was collected while the vehicle was moving. The three straight lines in 

Figure 52 are map data used for the experiment. One is the left road boundary (lower line 

than the dotted DGPS samples), the centerline, and the right road boundary (higher than 

the dotted DGPS samples). The vehicle was driven from the right-bottom corner, i.e. 

southeast corner, of the map in Figure 52 to the left-top corner, i.e. northwest. 

 

Figure 54 is the vehicle position on the road shown with the distance of the vehicle along 

the longitudinal direction. Please note that the lateral axis, X-axis, is enlarged at a greater 

scale than the longitudinal axis, Y-axis in the figure. The X-axis represents the lateral 
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position of the vehicle with respect to the centerline. The minus value means that the 

vehicle is to the left side of the centerline. 
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Figure 52. Vehicle trajectory for the test drive 
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Figure 53. The test section in Mn/ROAD  
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Figure 54. Vehicle position along with the driving lane. Note: the scale factor for the 
vehicle lateral position axis, i.e. X-axis, is greater than the scale factor for the vehicle 

distance along the longitudinal direction, i.e. Y-axis. 
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Chapter 7 Experimental Results 
 

 

7.1 Aspect Ratio of the HUD Optical System 

The optical magnification ratio of both the vertical and horizontal directions was 

measured using computer vision software and a digital camera. It was found that the 

horizontal and vertical magnification ratio was different and resulted in an elliptical 

image projected on the virtual screen. The difference in the magnification ratios comes 

from various sources combined together: video image generating circuits in the computer 

system, scan converter which converts the VGA signal into NTSC video signal, display 

circuit in the projector, and finally the curvature and projection angle of the combiner. 

 

The ratio of the horizontal vs. the vertical size is called the aspect ratio (i.e. width : 

height). Before measuring the aspect ratio of the optical system in the HUD, the aspect 

ratio of the digital camera and digital image acquisition system was measured. To do this 

procedure, a perfect circular image needed to be captured by the camera and image 

acquisition system. A soft white light bulb was used as a perfect circular image shape 

(see Figure 55). 
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(a) (b)  

Figure 55. Light bulb used for calibration of the video camera and the digital image 
acquisition system. (a) Grayscale image of a soft white light bulb, (b) Binary image 

of the image (a) 

 

The ratio of the width and height of the circle should be equal if the camera has square 

pixels and the circuits in the acquisition system are designed to capture square pixels. The 

aspect ratio of a perfect circle should be 1:1 if everything is perfectly square. However, 

the actual average value of the measured ratios was 1.0990:1, which means that the width 

is 1.0990 times wider than the actual width when a perfect circle (or sphere) is captured 

using the digital camera. The actual width of the object captured in the camera should be 

calculated by dividing by 1.0990. 

 

To measure the aspect ratio of the optical system of the HUD, a perfect circle was 

generated in the computer memory space, (a) in Figure 56. The graphic image stored in 

the memory was transmitted to the HUD projector via a scan converter. 
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(a) (b) (c) (d)

(e) (f) (g) (h)

 

Figure 56. Calibration image for the optical system of the HUD. (a) A perfect circle 
image stored in the computer graphic memory, (b,c,d,e,f,g,h) Images of the circle 
projected on the virtual screen of the HUD system and captured by digital camera. 

 

The driver sees the reflected virtual screen composed by the combiner, and the aspect 

ratio of an object in the virtual screen should be measured and used to calibrate the HUD 

optical system. Images from (b) to (h) in Figure 56 are calibration marks used to measure 

the aspect ratio of the HUD optical system. 

 

As you can see in Figure 56, a circle drawn in the computer graphic system is seen as an 

ellipse. Actually, the circle is stretched in the vertical direction. The tilted ellipse image 

was due to the tilting angle of the camera with respect to the combiner. As found in the 

previous section, everything captured by the digital camera is seen as stretched to the 

horizontal direction with the ratio of 1.0990:1. The vertically long ellipse shows that the 



136 

vertically stretching effect of the HUD optical system is much greater than the horizontal 

stretching effect of the camera. The following table shows the aspect ratio of the ellipses. 

 

No Image 
Figure 56 

Aspect ratio (in the 
digital image space)

Aspect ratio (in the real 
world) 

1 (b) 93.8 : 109.4 85.329 : 109.4 (0.7797:1) 
2 (c) 95.0 : 105.8 86.452 : 105.8 (0.8173:1) 
3 (d) 95.5 : 104.2 86.906 : 104.2 (0.8337:1) 
4 (e) 94.8 : 108.3 86.280 : 108.3 (0.7968:1) 
5 (f) 94.6 : 108.1 86.079 : 108.1 (0.7966:1) 
6 (g) 131.2: 149.5 119.391 : 149.5 (0.7989:1) 
7 (h) 95.9 : 107.4 87.245 : 107.4 (0.8126:1) 

Table 7. Aspect ratio of the optical system of the HUD. 
 

In Table 7, the “aspect ratio (in the digital image space)” is the calculated resultant values 

for the digital images of the ellipses in Figure 56. The “aspect ratio (in the real world)” is 

what we perceive when we see through the combiner. Because the digital camera 

stretches any object it captures in the horizontal direction with a ratio of 1.0990, the 

width of the ellipses in the digital space should be divided by 1.0990. The aspect ratio 

values in real world are the divided ones. The average of the ratio in the real world is 

0.8051:1, which means that the horizontal component of anything in the graphic system 

of the HUD should be divided by 0.8051 or multiplied by 1.2421 (=1/0.8051). The 

scaling of horizontal direction should be applied to the computation results of the 

perspective projection routines before the actual screen drawing occurs. 
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7.2 Calibration of The HUD Optical Subsystem 

The following parameters are needed to construct the coordinate transformation matrix 

[T] and project the local coordinate points into the virtual screen in a perspective 

projection manner. 

 

• Driver’s head position with respect to the origin of the vehicle coordinate frame. 

• Distance to the virtual screen. 

• Dimension of the virtual screen. 

• Driver’s viewing angle. 

 

The driver’s eye position and viewing angle are needed to compose the transformation 

matrix [T], and distance and dimension of the virtual screen are need for perspective 

projection. All of these values were kept as constants once they were calibrated. Then the 

driver was asked to look through the combiner and aim the image in the virtual screen to 

the real object in real scene. If the display was a HMD type, the the driver’s head position 

and viewing angle would change continuously and would need to be measured in real 

time in order to perform the needed calculation. However, the HUD type doesn’t need to 

incorporated dynamically changing calibration values, and therefore it is much simpler to 

calibrate and use. 
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Driver’s Head Position 

The origin of the vehicle-attached coordinate frame {V} is located at the GPS antenna 

position and the origin of the local eye coordinate frame {L} is located at the driver’s 

right eye. The origins of both coordinate frames must be known in order to complete the 

coordinate transformation matrix [T]. The position of the vehicle-attached coordinate 

frame {V} comes from the GPS data. The relative position of the origin of the local eye 

coordinate frame {L} from the origin of the vehicle-attached coordinate frame {V} was 

carefully measured and used through out the experiments. 

 

Local eye coordinate
Frame {L}

Vehicle coordinate
frame {V}

xL

zL

yL

xVyV

zV

OX
OY

OZ

OZ’

 

Figure 57. Driver's head position 
 

OY is the distance from the origin of the vehicle-attached coordinate frame measured 

along the longitudinal direction, that is the y-axis of the vehicle coordinate frame. OX is 

the distance along the latitudinal direction, that is the x-axis of the vehicle coordinate 

frame. Because the driver’s seat is always on the left side of the vehicle, OX is always a 

negative number. When the HUD is installed on the passenger side (right side), only the 
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sign of OX needs to be changed. OZ is the height of the driver’s eye, which is always 

lower than the GPS antenna.  

 

OX -1.9 ft (-0.6 m) 
OY 5.6 ft (1.73 m) 
OZ’ 7.8 ft (2.4 m) 

Table 8. Driver's head position. 
 

However, the actual vehicle-attached coordinate was put on the ground level direct under 

the GPS antenna, the z component of the local eye coordinate system is not OZ but the 

OZ′ shown as in Figure 57. 

 

Distance to the Virtual Screen 

The distance and size of the projection screen should be measured accurately in order to 

draw the perspective projection correctly. Every point in the 3D world is projected onto 

points in the 2D screen, and the location of the point in 2D screen is a function of the 

distance to the objects as well as its location in 3D space. Further objects appear smaller 

in size and closer objects appear as bigger in size. Figure 32 shows an object at a certain 

point in the 3D world and its projected point in the 2D screen in a perspective manner. 

The projected point on the 2D screen is calculated from the triangle similarity shown in 

Figure 33. The ratio of the distance to the projection screen and the distance to an object 

acts as the scaling ratio. There is one more scaling factor when the projected point is 

drawn in the graphic memory space of the computer. This is the ratio of pixels per inch 

(or meter). The pixels (or dots) per inch is called DPI. The pixel is an element dot that 
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composes the entire graphic screen. This constant scaling factor was applied at the same 

value through out the entire 2D-projection screen. The screen resolution (that represents 

how many dots are in the graphic screen) of the computer used for the experiment was 

800 pixels horizontally by 600 pixels vertically. Our newer computer system recently 

integrated into the new HUD design has 1024 by 768 pixels resolution. The difference in 

screen resolution gives a measure of how detailed the screen is. The ratio of 800 pixels 

vs. the measured dimension in the horizontal direction defines the scaling factor. 

 

It was difficult to measure the actual size of and the distance to the virtual screen. The 

virtual screen appears to float in the air in the driver’s visual field and there is no direct 

way to measure to the distance to the screen. However, an indirect method was used. 

 

The distance to the virtual screen was measured using a camera that has an auto-focusing 

feature. A Nikon manufactured N-6006 model SLR (single lens reflex) camera with a 35-

70 zoom lens was used for the measurement. Measurement of the distance was performed 

as follows: 

 

• First, camera was firmly fixed on the ground and set to manual focusing mode. The 

camera continuously measured objects in the field of view and indicated whether the 

objects are out of focus or not. A dot appears if the object is focused and a left or right 

directional arrowhead appears on the indicator of the camera if it is out of focus. 

• We turned on the HUD optical system and focused on an object in the virtual screen. 

The camera was fixed firmly on the ground during the entire process. 
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• Once the camera was focused, the HUD optical system was removed from the front 

of the camera. The camera was kept turned on. 

• A real object was put in front of the camera used to measure the focal distance set 

above. The camera only indicates whether the object is in focus or not, so the object 

was moved back and forth from the camera until it indicated that the object was in 

focus. Then the distance to the object from the camera was measured using a ruler. 

• These sequences were repeated 10 times and averaged. 

 

The distance from the eye to the virtual screen was measured as 43.2 ft (13.17 m). The 

camera is focussing accuracy was within a range of ±10 cm from the focused distance. 

Although the accuracy of the focusing mechanism of the camera was not perfect, it seems 

to yield an accurate enough value for use in the HUD application. 

 

Dimension of the Virtual Screen 

The width and height of the virtual screen was measured by placing a white board at the 

focused distance, 43.2 ft, and drawing a rectangle which fits exactly with the outer extent 

of the virtual screen. Ten measurements were performed then averaged. The width of the 

virtual screen was determined to be 4.9 ft (1.52 m) and the height was 3.8 ft (1.15 m). 

 

Distance to the virtual screen 43.2 ft (13.17 m) 
Width 4.9 ft (1.52 m) 
Height 3.8 ft (1.15 m) 

Table 9. Dimension of the virtual screen. 
 



142 

Following further verification, it was found that the distance to the virtual screen doesn’t 

affect the perspective projection significantly if the ratio between the distance and size of 

the virtual screen is maintained as a constant. 

 

 

Driver’s Viewing Angle 

Once, the relative location of the driver’s eye, distance and dimension of the virtual 

screen are determined, only the orientations of the drive’s viewing sight are needed for 

calculating the perspective projection. Among the possible three angles, roll, pitch, and 

yaw angle, only the pitch angle was used for the coordinate transformation. The yaw and 

roll angles were set to zero for the all experiments. Please note that the driver’s yaw angle 

is not the yaw angle of the vehicle. The driver’s yaw angle is the sight angle of the driver 

with respect to the vehicle coordinate frame. The zero yaw angle means that driver is 

assumed to look straightforward the vehicle’s moving direction. The pitch angle was set 

as –5.0 degrees, which indicates that the driver is looking down 5.0 degrees from the 

horizontal line. This –5.0 degrees was arbitrarily selected to get project a wider area of 

the road through the combiner. The visible area through the combiner was very limited 

when the pitch angle was set to zero. When the pitch angle was set to zero, half of the 

upper screen was filled with sky at where no interesting objects are located. Since we put 

constant angle values to the sight angles, the optical system of the HUD should be 

adjusted or aligned so that they compose the assumed angle with respect to the driver, 

vehicle, and outer scene. 
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Two square-shaped calibration marks were painted on the LVR of Mn/ROAD as shown 

in Figure 58. The size of each mark was 12 feet by 12 feet. Locations of the center of the 

two calibration marks were measured using the same DGPS that was used for the 

experiments. The calibration marks were included in the digital map as a special object so 

that they appear in the projected virtual screen whenever the driver is driving toward the 

marks. If the marks are located in the visible region shown in Figure 34 in Chapter 4, 

then the marks will appear in the HUD virtual screen with the correct perspective. 

 

 

Figure 58. Calibration mark seen through the combiner 

 

/49 
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The final step of the calibration was the aiming or adjusting of the combiner and 

projector so that the center of the calibration mark image in the virtual screen matches to 

the center of the real calibration mark visible through the combiner. Figure 58 shows one 

of the calibration marks painted on the LVR of the Mn/ROAD. The central darker area is 

the combiner, and the white square shape with cross in it is the calibration mark. 

 

The calibration for finding the scaling factors and dimension of the virtual screen need to 

be done only one time after the assembly of the HUD system. The aiming step was 

performed whenever a new experiment was started. 

 

7.3 Effect of the Look-back Distance 

To measure the effect that the heading angle estimation error has on the accuracy of the 

projection of lane boundaries onto the HUD, a series of experiments were performed.  In 

these experiments, the test truck was driven as shown in Figure 59. After full 

acceleration, the vehicle was driven to the left of the centerline, and then driven back into 

the normal driving lane. 

 

The effect of look back distance for estimating the vehicle heading angle was measured at 

10mph (Figure 59). In the graph, errors for three different points (60m, 90m, and 120m 

ahead) are drawn. Data was computed at 2-second intervals. At the beginning of the data 

(0 to approximately 10 seconds), the level of vsa may be attributed to vibration due to 

vehicle acceleration. 
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The broken interval between 40 to 45 seconds is when the lane boundaries are not 

displayed on the combiner. This is due to the size (4”x6”) of the combiner. The lane 

boundaries fall outside the field of view. (This has been corrected with the subsequent 

development of a new, larger combiner and brighter projector.) It can be seen that the 

errors at all three distances match quite well.  
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Figure 59. Error in terms of vsa for various look-ahead distances for heading angle 
estimate based on look-back distance 0.5m, at 10 mph. Lower image indicates the 

vehicle motion during the experiment. 
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Figure 60 displays the mismatch error or vsa at the 60 m ahead distance for look-back 

distances of 0.5 m and 1.0 m while the vehicle is moving at 10mph for the same 

maneuver shown in Figure 59. 
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Figure 60. Effect on error or vsa of look-back distances 0.5m and 1.0m at 10mph. 

 

Longer look-back distances result in a smoother vsa trajectory, but result in a longer time 

constant. To the driver, this results in a more stable image, albeit at a price of greater 

error when transients occur. Given a trade-off, the more stable image is desired because it 

is less likely to annoy or lead to driver motion sickness. 
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Note again, that in all the experiments the vehicle was intentionally driven from one lane 

to the next and back again during each test run. This was done to examine the limitations 

of the system and was used to design a subsequent second generation HUD. As a result of 

the side to side motion, the data following a lane change for all the error graphs was 

dominated by transient effects. The length of the test track limited the maximum test 

speeds to 30mph. When the vehicle traveled faster (i.e. at 30mph), the effects for varying 

look-back distances do not change appreciably, as is shown in Figure 61.  The transient 

effects (still below 1 degree maximum error or vsa) disappear in the last few seconds for 

all the experiments. The results for those driving segments which were not affected by 

intentional side to side weaving motion indicated that the system could indeed achieve an 

average error of approximately 0.25 degrees (equivalent to 0.5m at 120m). 
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Figure 61. Effect on error or  vsa of look-back distances 0.5m, 1.0m, 1.5m at 30mph. 

 

7.4 Effects on Different Look-ahead Distance Points 

The mismatch errors or vsa measured at the different look-ahead distances (i.e., 60m, 

90m, and 120m) can be found in Figure 62. The look-ahead distance does not affect any 

of the heading angle estimation. The term “look-ahead” was used just to compare error 

amounts at some distances ahead of the moving vehicle. 

 

The important errors to analyze are those during the no transient condition (i.e. during 

steady state driving from 18 to 26 seconds and 38 seconds on). The system was calibrated 

at the 60m distance; thus we would expect that the largest error would occur at the 
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furthest point, i.e. at 120. Although we expected that there would be an error offset 

between the three look-ahead distances, we assumed that they would be constant for all 

speeds. However, we found that error offsets were larger (by about  0.1 degree) at higher 

speeds than at slower speeds. This appears to be the result of the vehicle motion from the 

time that the GPS position is acquired until the display image is rendered (i.e. the time 

delay or latency). To minimize the separation of the errors at different distances ahead of 

the vehicle, time delay from the GPS sensing to the actual screen update should be 

minimized as much as possible. 

 

Errors also arise because of mounting errors associated with the projector.  As is seen in 

Figure 51, the road centerline did not exactly match the centerline drawn in the HUD 

image. The closer reference mark was shifted to the right side but the farther mark was 

shifted to the left side. As the vehicle speed increases, this mounting error resulted in the 

shifted patterns of errors at different locations. 
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Figure 62. Effect on error or vsa at different forward-looking distances at 30 mph. 

Estimate based on look-back distance 1.0 m. 

 

7.5 Time Required to Draw HUD Screen 

Figure 63 depicts the total time measured for all the computation associated with 

coordinate transformation from the DGPS signals in the global coordinate system to the 

perspective projection in the eye coordinate system, including clipping the results outside 

the field of view, and including the HUD screen drawing time for a typical driving 

situation. The time to refresh each screen is measured from the moment that the DGPS 

data is received. The screen refresh time (which includes the computation time listed 

above) was typically less than 16ms in most cases. The segment from 100 to 300 

---+-
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sampling points is for the case when the vehicle is moving in a straight line. Centerline 

and both side line segments were drawn in the field of view. 
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Figure 63. Time required for screen refresh. 
 

 

Drawing was limited to 1000 ft ahead in the heading direction of the vehicle. A reduction 

in the screen refresh times occurred at the beginning and end of the graph when there was 

little or nothing to draw, i.e. everything was out of the visual field of the combiner. 

During the segment from 50 to 100 sample points, the vehicle moved to the left and then 

to the right within the driving lane. Then vehicle changed lanes completely during the 

segment between 350 to 450 points. 
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Chapter 8 Conclusions 
 

A conformal HUD to assist drivers by presenting augmented visual information was 

developed and successfully tested under real driving conditions. The system has now 

been in operation for some time and has been demonstrated to hundreds of individuals in 

Minnesota, Indiana (Navistar International, Fort Wayne), and in Ohio (Demo 99 

sponsored by ITS America at the TRC in Liberty). 

 

Nevertheless, some error is unavoidable in every system. In this system, image projection 

error (less than 0.5 degrees for normal driving condition on a straight path) arise from 

DGPS positioning error, error in the digital map data, drawing latency, system vibration, 

and from the calibration errors of the system. The visual sight angle was defined to 

analyze mismatch error between the real road lane marking and the computer generated 

ones projected on the combiner. Effects on the look-back distance were studied and 

summarized. Generally, longer look-back distance cases resulted in smooth, i.e. less 

noisy, heading angle estimation but poor responses for periods of heading angle change. 

When the vehicle is moving at slow speeds, longer look-back distances resulted in better 

responses than for shorter look-back cases. However, as the vehicle speed increases, it 

was found that their differences become negligible. One interesting fact that was 

determined during the experiments is that the mismatch errors at three different distances 

ahead of the vehicle becomes separated as the vehicle speed is increased. It was assumed 
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that this separation effect comes from the time delay between the actual vehicle position 

and the position at which the HUD screen was displayed. 

 

In order to reduce the errors due to transient effects which appeared during lane changes, 

we plan to integrate a yaw rate gyro, to improve the heading angle estimate, with a faster 

and more accurate DGPS receiver. Just how much error can be tolerated by a driver 

remains an open research question. 

 

A larger and brighter video image projection system has now been installed. Information 

about obstacle location on the road (based on the radar data) has recently also been 

incorporated into the HUD screen as a means to assist drivers with collision avoidance. 

This work is at an early stage, and will be reported on in the future. Clearly, we need to 

also determine the minimal field of view necessary for safe vehicle guidance. 

 

Finally, more study is needed to determine how much information should or can be 

presented to the driver so that the driver can drive comfortably and efficiently in low 

visibility situations.  
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